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Figure 1. Visualization of possible solutions to the dark matter problem.
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Hints from Anomalies
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at several points on a three-dimensional grid and in-
terpolated between points to define a 3D ‘critical’ vol-
ume of true 90-percent threshold values. By construc-
tion, the intersection of this volume with the test statis-
tic q(gae, gaega�, gaegan) defines a three-dimensional 90%
C.L. volume in the space of the three axion parameters.
In Sec. IV we report the two-dimensional projections of
this volume, found by profiling over the third respective
signal component.

IV. RESULTS

FIG. 4. A zoomed-in and re-binned version of Fig. 3 (top),
where the data display an excess over the background model
B0. In the following sections, this excess is interpreted under
solar axion, neutrino magnetic moment, and tritium hypothe-
ses.

When compared to the background model B0, the
data display an excess at low energies, as shown in
Fig. 4. The excess departs slightly from the background
model near 7 keV, rises with decreasing energy with a
peak near 2–3 keV, and then subsides to within ±1� of
the background model near 1–2 keV. Within this refer-
ence region of 1–7 keV, there are 285 events observed in
the data compared to an expected 232 ± 15 events from
the background-only fit, a 3.3� Poissonian fluctuation.
Events in this energy region are uniformly distributed in
the fiducial volume. The temporal distribution of these
events are discussed in Sec. IV E.

Several instrumental backgrounds and systematic ef-
fects were excluded as possible sources of the excess.
Accidental coincidences (AC), an artificial background
from detector e↵ects, are expected to be spatially uni-
form, but are tightly constrained to have a rate of
< 1 event/(t·y·keV) based on the rates of lone signals
in the detector, i.e., S1s (S2s) that do not have a corre-
sponding S2 (S1) [54]. Surface backgrounds have a strong

spatial dependence [54] and are removed by the fiducial-
ization (1.0 tonne here vs. 1.3 tonnes in [3], correspond-
ing to a radial distance from the TPC surface of & 11 cm)
along with the stricter S2 threshold cut. Both of these
backgrounds also have well-understood signatures in the
(cS1, cS2b) parameter space that are not observed here,
as shown in Fig. 5.

FIG. 5. Distribution of low energy events (black dots) in
the (cS1, cS2b) parameter space, along with the expected
surface (purple) and AC (orange) backgrounds (1� band).
220Rn calibration events are also shown (density map). All the
distributions are within the one-tonne fiducial volume. Gray
lines show isoenergy contours for electronic recoils, where 1
and 7 keV contours, the boundaries of the reference region,
are highlighted in blue.

FIG. 6. Fit to 220Rn calibration data with a theoretical �-
decay model (see Appendix A) and the e�ciency nuisance
parameter, using the same unbinned profile likelihood frame-
work described in Sec. III C. This fit suggests that the e�-
ciency shown in Fig. 2 describes well the expected spectrum
from 214Pb, the dominant background at low energies.
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the count rate. These particle background spectra can
be seen in Figure 14, found in the Appendix.1

4. ANALYSIS

The data analysis was performed using the spectral
fitting package XSPEC 12.10.1f (Arnaud 1996) via the
PyXspec 2.0.3 interface (Arnaud 2016). All spectra

were modeled using two approaches. The first involves
subtracting the particle background before modeling
and the second incorporates a particle background

model (“background-subtracted” and “background-
modeled” henceforth, respectively). Gaussian statistics
are used throughout due to the su�cient counts con-
tained by all energy bins (Protassov et al. 2002). All

background-subtracted spectra are binned such that
each bin contains a minimum of 30 counts, while all
background-modeled spectra are unbinned (including

those analyzed in section 4.4).

4.1. Treatment of the Background

As previously mentioned, this analysis requires ACIS
stowed spectra rather than blank sky spectra to avoid

including a dark matter signal in the background. The
ACIS stowed data contains only particle background, so
the unresolved CXB was modeled separately.

A pivotal feature of the particle background is its
low statistics relative to the data set. In 20 years of
Chandra, only ⇠1 Ms of stowed observations has been
taken (detailed in Table 2). However, our data set con-

tains ⇠51 Ms, putting its high count statistics at risk
of inheriting noise from the relatively low particle back-
ground exposure. This e↵ect is amplified by the preva-

lence of Chandra’s particle background flux above ⇠2
keV, which is especially dominant in observations af-
ter source-removal. In Table 3, we illustrate this using

the signal-to-noise ratio in the data set before and after
source removal on the band used in our analysis.

The low particle background statistics substantially
hinders the background-subtracted results, making the

background-modeled method far more statistically ro-

Year texp [Ms]

2000 0.415

2005 0.367

2009 0.240

TOTAL 1.022

Table 2. Total exposure time of the three Chandra ACIS
stowed observations.

1 Note that Figures 14 and beyond (up to the final Figure 27)
are located in the Appendix.

Data Total Particle Background Signal-

Counts Counts to-Noise

Full fields 151177565 139226685 971.98

Source-removed 126560247 118028924 758.35

Table 3. Signal-to-noise ratio before and after excising
sources. Counts are calculated on the 2.9–5.6 keV band an-
alyzed in our models. Particle background counts are es-
timated using the rescaled and renormalized ⇠1 Ms ACIS
stowed data.

Figure 2. Background-subtracted spectrum stacked from
all observations in the data set.

bust. However, the simplicity of the background-

subtracted models is a possible advantage over the
highly more complex background-modeled models,
hence providing motivation to include background-
subtraction in the analysis. Moreover, it can be useful

when placed in the context of similar works, particularly
Cappelluti et al. (2018).

4.2. Background-Subtracted Modeling

Each spectrum was modeled in the 2.9–5.6 keV band,
chosen to be wide enough for establishing a reliable
power-law component while minimizing total free pa-
rameters by avoiding emission features. The unresolved
CXB continuum was modeled using an absorbed (phabs
in XSPEC) power-law, with NH fixed at 1020 cm�2.

This value is an approximation of the average column
density across all fields used in the analysis, based on
Dickey & Lockman (1990), and does not contribute to
the band of interest. An emission line was fitted at ⇠4.5
keV, in agreement with Cappelluti et al. (2018)’s detec-
tion of a similar feature. As described by Cappelluti et

al. (2018), this feature is consistent with known instru-
mental lines due to Ti K↵1,2 at 4.51 keV and 4.50 keV,
respectively, within Chandra’s energy resolution and the
1� error range of our best-fit line energy values. The line
is hard to detect in the ⇠1 Ms of ACIS stowed data, but

DAMA/LIBRA, 1907.06405 (J. Nucl. Phys. Atom. Energy); talk by P. Belli XENON1T, 2006.09721 (PRD) Sicilian et al, 2008.02283 (ApJ)Thomas Siegert et al.: Gamma-ray spectroscopy of positron annihilation in the Milky Way
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Fig. 4: Spectrum of annihilation gamma-rays from the bulge (a) and the disk (b). The best fit spectrum is shown (continuous black
line), as decomposed in a single 511 keV positron annihilation line (dashed red), the continuum from annihilation through ortho-
positronium (dashed olive), and the di↵use gamma-ray continuum emission (dashed blue). Fitted and derived parameters are given
in the legends. See text for details.

Table 3: Correlation coe�cients for the six simultaneously fitted
sky components.

NB BB Disk GCS Crab CX-1
NB 1.000
BB �.836 1.000

Disk .118 �.365 1.000
GCS �.535 .224 �.028 1.000
Crab �.018 .050 �.102 .004 1.000
CX-1 �.005 .003 .051 .001 �.004 1.000

Notes. Mean coe�cients are given across all energy bins.

tected, at 31� and 11�, respectively; their spectral parameters
are consistent with literature values (see Sect.3.1.4). In the cen-
tre of the Galaxy, an additional point-like source (or cusp, i.e.
a point-like source that was recognised above the di↵use bulge
emission to improve the overall fit to INTEGRAL observations
in the 511 keV annihilation line) is needed to improve the fit.
Fixing the positions and extents of the other components, we
find a significance of 5� for this component.

The signals from the di↵erent sky components cannot be de-
termined independently, and we have calculated correlation co-
e�cients for the values found for their intensities from the co-
variance matrix in the maximum likelihood fits. These are given
in Tab. 3. Average values are given since the energy dependence
is negligible, being less than 0.01%.

We now discuss the results for each of the sky components.

3.1.1. The disk of the Galaxy

The disk of the Galaxy is represented in our model by a two-
dimensional Gaussian. We find a longitude extent of 60+10

�5 de-
grees, and a latitude extent of 10.5+2.5

�1.5 degrees (1-� values). In
an independent analysis for the 511 keV line in a single 6 keV
wide energy bin (Skinner et al., 2014), the disk extension param-

eters are found in the range of 30-90� in longitude and around 3�
in latitude. Their study included the impact of di↵erent bulge pa-
rameters and di↵erent background methods. Assuming the back-
ground model described in Sect. 2.4 and the above mentioned
bulge model, in our spectrally resolved analysis, we can reduce
the uncertainty on the (model-dependent) disk extent.

Our best disk extent is obtained by optimising for both the
annihilation line and Galactic continuum components at the
same time, for the energy region 490 to 530 keV. We find that the
disk extent is also sensitive to how the central parts of the Galaxy
are modelled, due to their overlap (see Appendix A.4 for fur-
ther discussion of the bulge morphology dependence). Scanning
solutions with di↵erent disk extents, given a fixed/optimal con-
figuration of the bulge, and point sources, we find a maximum
likelihood solution in each energy bin. In total, for a grid of
10⇥10 di↵erent longitude and latitude widths, ranging from
�l = 15�, ..., 150�, and �b = 1.5�, ..., 15�, respectively, models
have been calculated for each of the 80 bins, and then fitted to-
gether with the other five sky model components and the two
background model components. All model scaling parameters,
flux per energy bin and component, have been re-optimised for
each point of this model grid.

Fig. 6 shows the dependence of the disk and the bulge
511 keV line intensity on the assumed disk-extent parameters.
Contours indicate the uncertainty on the disk extent, as derived
from the component-wise fit. As the disk becomes larger, its
511 keV line flux estimate increases because also very low sur-
face brightness regions in the outer disk, and at high latitudes,
contribute to the total flux (top). The individual relative uncer-
tainties of each tile are almost constant at ⇠ 20% for the disk,
and ⇠ 5% for the bulge. The bulge 511 keV line intensity is
hardly dependent on the disk size (bottom). Over the disk longi-
tude and latitude grid, the line flux changes by ⇠ 15%, whereas
the 1�-uncertainty on the line-flux from this scan is essentially
constant at 0.96 ⇥ 10�3 ph cm�2 s�1 (see Sect. 3.1.2 for further
discussion). In the inner parts of the Galaxy (|l| . 45�), con-
fusion between the bulge and the disk components causes the
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Table 1 (continued).

E [GeV] Ẽ [GeV] Ne+ �e+ �stat �
tmpl
syst � c.c.

syst � eff
syst � unf

syst �syst

63.02–67.30 65.11 ± 1.23 1626 ± 44 (5.502 0.149 0.044 0.001 0.075 0.011 0.088) ⇥10�5

67.30–72.05 69.62 ± 1.32 1427 ± 41 (4.367 0.126 0.036 0.001 0.060 0.009 0.071) ⇥10�5

72.05–77.37 74.65 ± 1.41 1399 ± 41 (3.826 0.111 0.033 0.001 0.052 0.008 0.062) ⇥10�5

77.37–83.36 80.29 ± 1.52 1234 ± 38 (3.013 0.094 0.027 0.001 0.041 0.006 0.050) ⇥10�5

83.36–90.19 86.69 ± 1.64 1168 ± 38 (2.511 0.081 0.024 0.002 0.034 0.005 0.042) ⇥10�5

90.19–98.08 94.02 ± 1.78 1090 ± 36 (2.037 0.068 0.020 0.001 0.028 0.004 0.035) ⇥10�5

98.1–107.3 102.6 ± 1.9 913 ± 37 (1.461 0.059 0.015 0.002 0.020 0.003 0.025) ⇥10�5

107.3–118.4 112.7 ± 2.1 871 ± 36 (1.173 0.048 0.012 0.001 0.016 0.002 0.020) ⇥10�5

118.4–132.1 125.0 ± 2.4 789 ± 34 (8.677 0.376 0.090 0.014 0.120 0.017 0.151) ⇥10�6

132.1–148.8 140.1 ± 2.7 741 ± 32 (6.998 0.303 0.075 0.012 0.099 0.014 0.125) ⇥10�6

148.8–169.9 158.9 ± 3.0 613 ± 30 (4.595 0.221 0.051 0.012 0.065 0.009 0.084) ⇥10�6

169.9–197.7 183.1 ± 3.5 556 ± 28 (3.201 0.163 0.037 0.011 0.046 0.006 0.060) ⇥10�6

197.7–237.2 216.2 ± 4.2 405 ± 24 (1.871 0.111 0.022 0.012 0.029 0.004 0.039) ⇥10�6

237.2–290.0 261.8 ± 5.1 330 ± 22 (1.158 0.077 0.014 0.012 0.019 0.002 0.026) ⇥10�6

290.0–370.0 326.8 ± 6.4 214 ± 18 (5.773 0.496 0.071 0.089 0.097 0.012 0.150) ⇥10�7

370.0–500.0 428.5 ± 8.6 146 ± 17 (2.491 0.286 0.031 0.072 0.045 0.005 0.091) ⇥10�7

500.0–700.0 588.8 ± 12.2 71 ± 14 (8.312 1.675 0.548 0.512 0.175 0.017 0.770) ⇥10�8

700.0–1000.0 832.3 ± 18.3 23 ± 13 (1.927 1.087 0.258 0.358 0.049 0.004 0.444) ⇥10�8

Fig. 34. The AMS positron spectrum, Ẽ3�e+ (red data points) is shown as a function of energy. Ẽ is the spectrally weighted mean energy for a flux
proportional to E�3. The time variation of the flux at low energies due to solar modulation is indicated by the red band (see Section 16). To guide
the eye, the vertical color bands indicate the energy ranges corresponding to changing behavior of the spectrum: flattening, rising, and falling.

remove the bulk of the proton background (see Section 1.7). Then the charge confusion estimator ⇤e
CC is used to distinguish

positrons from charge confusion electrons (see Section 1.2).
The isotropic positron flux for the energy bin Ei of width �Ei is given by:

�e+,i =
Ni

Ai(1 + �i)Ti�Ei
, (3)

where the energy is defined at the top of AMS. Ni is the number of e+ in bin i corrected for the small bin-to-bin migration
using the unfolding procedure described in Ref. [63]. Ai is the corresponding effective acceptance that includes geometric
acceptance, and the trigger and selection efficiencies. It is calculated from Monte Carlo simulation. �i is a small correction
estimated by comparing the efficiencies in data and MC simulation of every selection cut using information from the
detectors unrelated to that cut. Ti is the data collection time. The systematic errors on �e+,i are extensively discussed in
Ref. [45,55].

The detector performance has been studied in-depth for this analysis, as reported in Section 1. These studies include the
tracker resolution at rigidities close to the maximum detectable rigidity of 2 TV, charge confusion studies, reconstruction
of electromagnetic showers in the TeV energy range, and proton rejection with the electromagnetic calorimeter.

Fig. 34 shows the measured positron spectrum, Ẽ3�e+ . The data are placed at Ẽ, which is the spectrally weighted mean
energy for a flux proportional to E�3 in each bin [64]. In this and the subsequent figures, the error bars correspond to the
quadratic sum of statistical and systematic errors. As seen, the positron spectrum exhibits complex energy dependence.
At low energies, the spectrum varies due to solar modulation (see Section 16). At higher energies, the vertical color bands
indicate the energy ranges corresponding to changing behavior of the spectrum: flattening, rising, and falling.

As discussed in the following, the positron flux distinctive properties are:

• a significant excess starting from 25.2 ± 1.8GeV compared to the lower-energy, power-law trend;

26

Galactic Center Excess (GCE)
v Signal excess (~30%) from the GC

§ Spatially extended (!!/#~ 10$)
§ Observed by EGRET in 1997, confirmed by 

Fermi-LAT in 2009
§ Main difficulty is modeling the GC region

v Updated measurement of GCE with 11-
years of Fermi-LAT data (2´ previous 
statistics)
§ Spherical symmetric morphology, centered 

at GC, independent on energy
§ Consistent with DM of ~40 GeV mass

v DM interpretation degenerate with 
astrophysical models 
§ sub-threshold unresolved source population, 

like MSPs
§ CR inhomogeneities 14

D
i M

auro 2021

(Envelope of the GCE SEDs using different IEMs, 
data selections and analysis techniques)Siegert et al, 1512.00325 (A&A) AMS-02, Phys. Rep. 894, 1 (2021) Fermi-LAT, 1704.03910 (ApJ); talk by M. Ricci
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Case for Leptophilic DM
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e/π. We

stress that these regions are obtained with respect to the best fit point, which by itself does not provide a

satisfactory fit to DAMA modulated and unmodulated spectral data, see fig. 6. We show also the bounds at

90% CL from CDMS-II and XENON10 from inelastic WIMP–atom scattering. The dashed curves show the

90% CL constraint from the Super-Kamiokande limit on neutrinos from the Sun, by assuming annihilation

into τ τ̄ or νν̄, see sec. VI for details.

below the observed rate within the analysis window down to 2 keV. However, DAMA shows
also some data points for the unmodulated rate below 2 keV, which are not compatible with
the predicted rate. While it is not possible to use data below 2 keV for the modulation, it
seems likely that they rule out models predicting more events than observed. The WES fit
shown as dashed curve in fig. 6 predicts more than a factor 3 more events than observed
in the first two bins below 2 keV, where error bars are still very small. We conclude that
WES has severe problems to explain the spectral shapes of the modulated and unmodulated
components of DAMA data.

If we ignore the problems of the spectral fit and despite the low goodness-of-fit consider
“allowed regions” in the plane of WIMP mass and cross section relative to the best fit point
we obtain the results shown in fig. 7. We observe that very large cross sections are required:

σ0
χe ∼ 10−31 cm2 ×

( mχ

100 GeV

)
, (42)

where the linear dependence on mχ holds for mχ ! 10 GeV. The vastly different best fit
cross sections for WNS and WES follow from the discussion in sec. II B where we estimated
the relative size of the corresponding counting rates, see eq. 9. Here we do not explore other
phenomenological consequences of such a large cross section. Just note from eq. 13 that we
can realize a cross section of this order of magnitude only with a relatively low scale for the
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FIG. 3: The e� + e+ spectrum ((energy)3⇥ total flux) in our model for both NH (left panel) and IH (right panel) in two
kinematically distinct cases (a) and (b) with various DM masses (in TeV), and with  = 0.8, 0.85. Also shown are the AMS-
02 [2], Fermi-LAT [20] and HESS [18] data for the total flux (with error bars), and the total background flux from cosmic rays
(shaded region) for comparison.

Kopp, Niro, Schwetz, Zupan, 0907.3159 (PRD) BD, Ghosh, Okada, Saha, 1307.6204 (PRD)

Many other examples: Bernabei et al (PRD ’08); Fox, Poppitz (PRD ’09); Ibarra, Ringwald, Tran, Weniger (JCAP ’09); Cohen, Zurek (PRL ’10); Agrawal,
Chacko, Verhaaren (JHEP ’14); Lu, Zong (PRD ’16); Athron, Balazs, Fowlie, Zhang (JHEP ’17); Foot (2011.02590); Garani et al (2105.12116); ...
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Complementary WIMP Search at Colliders

DM-nucleon interactions are loop suppressed

Lepton colliders provide an ideal testing ground
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EFT Approach

L =
1

Λ2

∑
j

(χ̄Γj
χχ)(ēΓj

ee)

Scalar - Pseudoscalar (S-P) type : Γχ = cχS + icχP γ5 , Γe = ce
S + ice

Pγ5

Vector - Axial vector (V-A) type : Γµχ = γµ (cχV + cχA γ5) , Γeµ = γµ
(
ce

V + ce
Aγ5
)

Tensor - Axial Tensor (T-AT) type : Γµνχ = (cχT + icχATγ5)σµν , Γeµν = σµν

Model-independent analysis.

Agnostic about mediator mass M (map cχce/Λ2 → gegχ/M2 in a given model).

Assume cj = 1 (unless otherwise specified), and derive sensitivity on Λ at future e+e− collider.

Previous studies considered only one coefficient at a time.
Kopp, Niro, Schwetz, Zupan, 0907.3159 (PRD);
Fox, Harnik, Kopp, Tsai, 1103.0240 (PRD);
Dreiner, Huck, Krämer, Schmeier, Tattersall, 1211.2254 (PRD);
Dutta, Rawat, Sachdeva, 1704.03994 (EPJC);
Habermehl, Berggren, List, 2001.03011 (PRD)
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Mono-photon Channel

(T) and axial-tensor (AT) currents. We classify them as follows:

Scalar - Pseudoscalar type : �� = c�S + ic�P�5 , �e = ce
S + ice

P�5

Vector - Axial vector type : �µ
� = �µ

�
c�V + c�A�5

�
, �eµ = �µ (ce

V + ce
A�5)

Tensor - Axial Tensor type : �µ⌫
� =

�
c�T + ic�AT�5

�
�µ⌫ , �eµ⌫ = �µ⌫

where �µ⌫ = i
2 [�µ, �⌫ ] is the spin tensor and c�,e

j are dimensionless, real couplings. For

simplicity we have used a common cut-o↵ scale ⇤ and taken all the couplings to be equal

to one in our analysis, unless otherwise specified. We do not discuss any specific realization

of these e↵ective operators since we are making a model-independent analysis, however,

with a UV completion theory in mind, the suppression or cut-o↵ scale ⇤ of the e↵ective

theory can be expressed in terms of the mass M of the mediator (which couples to electrons

(i.e. l = e) as well as DMs) as 1
⇤2 =

glg�
M2 , where gl and g� are the mediator coupling to

the electrons and dark matters. In one of our earlier work, we have studied the role of

these e↵ective operators in SN1987A cooling, relic density within the framework of Tsallis

statistics [6].

3 Collider Search

Since, in the colliders pair produced DMs (�) are not visible and contributes to missing

energy, people look for some tag particles to identify the events. We are considering � or

Z as the observable particles, where Z will subsequently decay to lepton pairs, coming as

initial state radiation (ISR). At e+e� colliders, such as ILC or CLIC, such signals can be

disentangled from the SM backgrounds as the definite energy initial states can be polarised.

We are considering the mono-� and mono-Z channel at the proposed International

Linear Collider (ILC) with center of mass energy of 1 TeV.

3.1 Mono-photon

e+ �

�̄

e� �

e�

Figure 1: Feynman dia-

gram for e+e� ! ��̄�

We look at the process e+e� ! ��̄� (as shown in Figure 1)

at the center-of-mass (CM) energy of 1 TeV where, the �’s

will contribute to the missing energy at the detector. As the

backgrounds one immediate choice is the process e+e� ! ⌫⌫̄�.

This background is polarisation dependent as is shown later.

Another irreducible background comes from the Bhabha scat-

tering with an extra photon (ISR or FSR), i.e., e+e� ! e+e��,

whenever the final-state electrons escape undetected. This pro-

cess is though polarisation independent.

The e↵ective models are implemented in FeynRules [48]

to generate the CHO library required for CalcHEP [49]. Both

the signals and the neutrino background events are generated with CalcHEP with proper

implementation of ISR and beamstrahlung e↵ects and evaluated the cross-sections (CS).

We defined the parameter space at event generation with the following cuts:

8 GeV < E� < 500 GeV, | cos ✓� |  0.995 (3.1)
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Signal vs. Background

Process Unpol. Pol. Cross-sections (pb) for P(e−, e+)

Type Beams Scheme (+,+) (+,−) (−,+) (−,−)

(80, 0) 1.106 - 8.506 -
νν̄γ 4.782 pb (80, 20) 1.268 0.963 10.160 6.793

(80, 30) 1.393 0.860 10.993 5.931
(80, 0) 67.920 - 68.867 -

e−e+γ 68.439 pb (80, 20) 67.909 68.386 69.285 68.297
(80, 30) 67.809 68.566 69.502 68.181
(80, 0) 0.0255 - 0.0255 -

SP-Type 0.0255 pb (80, 20) 0.0296 0.0214 0.0214 0.0296
(80, 30) 0.0316 0.0194 0.0194 0.0316
(80, 0) 0.0617 - 0.0069 -

VA-Type 0.0343 pb (80, 20) 0.0494 0.0741 0.0055 0.0082
(80, 30) 0.0432 0.0803 0.0048 0.0089
(80, 0) 0.0365 - 0.0365 -

TAT-Type 0.0365 pb (80, 20) 0.0423 0.0306 0.0306 0.0423
(80, 30) 0.0452 0.0277 0.0277 0.0452

(Signal BP: mχ = 100 GeV, Λ = 3 TeV)
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Cut-based Analysis

BP-1 BP-2 BP-3

Definition
Mχ = 100 GeV, Mχ = 250 GeV, Mχ = 350 GeV,

Λ = 6 TeV Λ = 6 TeV Λ = 6 TeV

Baseline-selection Eγ > 10 GeV, |ηγ | < 2.45, Pmiss
T > 10 GeV

SP-type
Cut-1 Eγ < 450 GeV Eγ < 340 GeV Eγ < 250 GeV
Cut-2 |ηγ | < 1.6
Cut-3 Pmiss

T < 450 GeV Pmiss
T < 340 GeV Pmiss

T < 240 GeV
Cut-4 P frac

T < 1.3
Cut-5 1.1 < ∆Rγ,met < 4.5

VA-type
Cut-1 Eγ < 440 GeV Eγ < 350 GeV Eγ < 250 GeV
Cut-2 |ηγ | < 1.7
Cut-3 Pmiss

T < 400 GeV Pmiss
T < 340 GeV Pmiss

T < 250 GeV
Cut-4 P frac

T < 1.2
Cut-5 1.1 < ∆Rγ,met < 4.5

TAT-type
Cut-1 Eγ < 460 GeV Eγ < 360 GeV Eγ < 230 GeV
Cut-2 |ηγ | < 1.7
Cut-3 Pmiss

T < 450 GeV Pmiss
T < 350 GeV Pmiss

T < 230 GeV
Cut-4 P frac

T < 1.2
Cut-5 1.1 < ∆Rγ,met < 4.4
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Kinematic Distributions

0 50 100 150 200 250 300 350 400 450 500
 [GeV]γE

5−10

4−10

3−10

2−10

dEdN  
N1

) = P(0, 0)+, e-P(e

Neutrino
Radiative Bhaba
BP-1
BP-2
BP-3

TAT-Type

0 50 100 150 200 250 300 350 400 450 500

 [GeV]miss
TP

6−10

5−10

4−10

3−10

2−10

m
is

s
T

dP
dN

 
N1

3− 2− 1− 0 1 2 3

γ
η

0

0.1

0.2

0.3

0.4

0.5

η
ddN  

N1

0 1 2 3 4 5 6 7 8 9 10
frac
TP

4−10

3−10

2−10

1−10

1

fr
ac

T
dPdN

 
N1

0 1 2 3 4 5 6 7 8
, met) [rad]γR (∆

5−10

4−10

3−10

2−10

1−10

1

R
)

∆
d(

dN
 

N1

Bhupal Dev (WashU) Leptophilic Dark Matter at Linear Collider MG16 DM6 (July 7, 2021) 12 / 20



Results for the Mono-photon Channel
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Mono-Z Channel

3.2 mono-Z

For the mono-Z channel we look at the process e+e� ! ��̄Z(! l�l+) at the same CM

energy of 1 TeV where the lepton pairs serves as the visible tag particles (as shown in

Figure 6). The SM background process for this channel is the e+e� ! ⌫⌫̄ l+l� where,

the l’s (i.e., e± and µ±) in the final state come from any possible channels.

e+ �

�̄

e�

l�

l+

Z

e�

Figure 6: Feynman dia-

gram for e+e� ! ��̄Z(!
l+l�)

This processes are polarisation dependent. We generated the

UFO library for for the model using FeynRules and simu-

lated the event generation of both signals and background

via MadGraph 5 [59] with the following cuts to the parameter

space:

PT (l) > 10 GeV, |⌘l|  2.5, �Rll � 0.4 (3.4)

For the signals, the Z-bosons are decayed into the charged

lepton pairs via the MadSpin [60, 61] package which is imple-

mented in MadGraph 5, to take care of the spin-correlation

e↵ects of the lepton pairs. The variation of the CS with the

Mass and cut-o↵ scale is shown in Figure 7.

The fast detector simulation to these events are done with

same configuration as discussed in sub-section 3.1 using Delphes 3.

E↵ect of polarisation: We revisited the e↵ect of polarisation in the mono-Z channel

also. We observed similar behaviour of the signals as was in sub-section 3.1, whereas

reduces the background by 73% from its unpolarised case as shown in Table 6. For this

channel also we choose the polarisation choice P (e�, e+) = (+80%, +30%) democratically

over all the operator type.

Analysis

Baseline selection cuts: We define our signals by those events that pass through the

baseline selection criteria as defined below where the Z-boson is reconstructed by the con-
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Figure 7: Variation of cross-section with dark matter mass (M�) and cut-o↵ scale (⇤) for

the mono-Z channel.
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Signal vs. Background

Process
type

Unpol.
Beams

Pol.
scheme

Cross-sections (pb) for P(e−, e+)

(+,+) (+,−) (−,+) (−,−)

νν̄`−`+

(80, 0) 0.1161 − 0.7231 −
0.4205 pb (80,20) 0.1347 0.09756 0.8556 0.5902

(80, 30) 0.145 0.0884 0.9258 0.5234

SP-Type
(80, 0) 2.55× 10−4 − 2.54× 10−4 −

2.78× 10−4 pb (80,20) 2.96× 10−4 2.15× 10−4 2.14× 10−4 2.94× 10−4

(80, 30) 3.17 × 10−4 1.93× 10−4 1.93× 10−4 3.15× 10−4

VA-Type
(80, 0) 1.50× 10−4 − 1.66× 10−5 −

8.33× 10−5 pb (80,20) 1.20× 10−4 1.79× 10−4 1.34× 10−5 1.99× 10−5

(80, 30) 1.05× 10−4 1.94 × 10−4 1.16× 10−5 2.16× 10−5

TAT-Type
(80, 0) 6.19× 10−4 − 6.19× 10−4 −

6.78× 10−4 pb (80,20) 7.19× 10−4 5.19× 10−4 5.19× 10−4 7.19× 10−4

(80, 30) 7.69 × 10−4 4.70× 10−4 4.71× 10−4 7.71× 10−4
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Cut-based Analysis

BP-1 BP-2 BP-3

Definition
Mχ = 100 GeV, Mχ = 250 GeV, Mχ = 350 GeV,

Λ = 3 TeV Λ = 3 TeV Λ = 3 TeV
Baseline-selection OSSF lepton-pairs with PT ,l1

> 30 GeV, PT ,l2
> 20 GeV, |ηl | < 2.45

SP-type
Cut-1 70 GeV ≤ Minv (`−`+) ≤ 110 GeV
Cut-2 160 GeV < /ET 115 GeV < /ET < 350 GeV 100 GeV < /ET < 230 GeV
Cut-3 ∆η`` < 1.35 , ∆φ`` < 1.3 rad
Cut-4 MT (`−`+) > 60 GeV
Cut-5 100 GeV < /Paxial

T < 435 GeV 115 GeV < /Paxial
T < 350 GeV 100 GeV < /Paxial

T < 230 GeV

VA-type
Cut-1 70 GeV ≤ Minv (`−`+) ≤ 110 GeV
Cut-2 p``T < 360 GeV p``T < 270 GeV p``T < 215 GeV
Cut-3 ∆η`` < 1.2 , ∆φ`` < 2.6 rad
Cut-4 MT (`−`+) > 35 GeV
Cut-5 60 GeV < /Paxial

T < 380 GeV 60 GeV < /Paxial
T < 290 GeV 60 GeV < /Paxial

T < 220 GeV

TAT-type
Cut-1 70 GeV ≤ Minv (`−`+) ≤ 110 GeV
Cut-2 210 GeV < /ET 165 GeV < /ET < 360 GeV 110 GeV < /ET < 230 GeV
Cut-3 ∆η`` < 1.2 , ∆φ`` < 1.2 rad
Cut-4 MT (`−`+) > 60 GeV
Cut-5 100 GeV < /Paxial

T < 475 GeV 100 GeV < /Paxial
T < 370 GeV 100 GeV < /Paxial

T < 240 GeV
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Kinematic Distributions
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Results for the Mono-Z (leptonic) Channel
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Conclusion

Particle nature of DM (mass, spin, interactions with SM particles,...) remains unknown.

Taken at face value, current DM anomalies might provide some clue.

Leptophilic DM is a well-motivated candidate to explain some of the anomalies.

Ideal to search for at future lepton colliders.

In an EFT approach, found that 3σ sensitivity at
√

s = 1 TeV ILC can reach up to Λ ∼ 6.5 TeV in the
mono-photon channel and up to Λ ∼ 4 TeV in the mono-Z channel.

Thank you.
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XENON100 update on Leptophilic DM 4
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FIG. 4: Fig. 4. Parameter space for WIMPs coupling
to electrons through axial-vector interactions. The
XENON100 upper limit (90% confidence level) is indicated
by the blue line, along with the green/yellow bands indicat-
ing the 1�/2� sensitivity. For comparison, we also show the
DAMA/LIBRA allowed region (red) and the constraint from
Super-Kamiokande (SK) using neutrinos from the Sun, by
assuming dark matter annihilation into ⌧ ⌧̄ or ⌫⌫̄, both calcu-
lated in [11].

data from the XENON10 detector, completely excludes
the DAMA/LIBRA signal, and sets the strongest direct
limit to date on the cross section of WIMPs coupling to
electrons through axial-vector interactions.For compari-
son, we also show the DAMA/LIBRA allowed region and
the constraint from Super-Kamiokande using neutrinos
from the Sun, by assuming dark matter annihilation into
⌧ ⌧̄ or ⌫⌫̄, both calculated in [11]. The XENON100 data
completely excludes the DAMA/LIBRA signal and sets
the strongest direct limit to date on the cross section of
WIMPs coupling to electrons through axial-vector inter-
actions, excluding cross-sections above 6⇥ 10�35 cm2 for
WIMPs with a mass of m� = 2GeV/c2.

Kinematically Mixed Mirror Dark Matter: It
has been suggested that multi-component models with
light dark matter particles of ⇠MeV/c2 mass might ex-
plain the DAMA/LIBRA modulation [32]. A specific ex-
ample of such a model, kinematically mixed mirror dark
matter [33], was shown to broadly have the right proper-
ties to explain the DAMA/LIBRA signal via dark matter-
electron scattering. In this model, dark matter halos are
composed of a multi-component plasma of mirror parti-
cles, each with the same mass as their standard model
partners. The mirror sector is connected to the normal
sector by kinetic mixing of photons and mirror photons at
the level of ⇠ 10�9, which provides a production mech-
anism for mirror dark matter and a scattering channel
with ordinary matter. While mirror hadrons would not
induce nuclear recoils above threshold, mirror electrons
(m0

e = 511 keV/c2) would have a velocity dispersion large
enough to induce ⇠keV electronic recoils.

The di↵erential scattering rate of mirror electrons is
proportional to gNne0 , where g is the number of loosely-
bound electrons, assumed to be those with binding en-

ergy < 1 keV [33], N is the number of target atoms
and ne0 is the mirror electron density.The detector-
dependent quantities are N and g. In order to com-
pare DAMA/LIBRA directly with XENON100, we ap-
ply a constant scaling of gXe/gNaI · NXe/NNaI = 0.89 to
the DAMA/LIBRA spectrum and use the same proce-
dure as in the case of axial-vector coupling: We again
consider only the DAMA/LIBRA modulation signal, use
the 70 summer live days, model scintillation in liquid
xenon as described previously, and simply compare in-
tegral counts up to the point where the DAMA/LIBRA
signal falls below the expected average XENON100 back-
ground data rate (at 13 PE), without background sub-
traction. This excludes the DAMA/LIBRA signal as
kinematically mixed mirror dark matter at 3.6� confi-
dence level.

Luminous Dark Matter: The third model we con-
sider is Luminous Dark Matter [34], featuring a dark mat-
ter particle with a ⇠keV mass splitting between states
connected by a magnetic dipole moment operator. The
dark matter particle upscatters in the Earth and later de-
excites, possibly within a detector, with the emission of
a real photon. The experimental signature of this model
is a mono-energetic line from the de-excitation photon.
A mass splitting � = 3.3 keV provides a good fit to the
DAMA/LIBRA signal [34] which would be explained as
scattering of a real photon from the de-excitation of a
⇠GeV/c2 dark matter particle that is heavy enough to
undergo upscattering, but light enough to evade detec-
tion in other direct searches.

This signature is independent of the target material;
only the sensitive volume a↵ects the induced event rate.
As rates are typically given per unit detector mass, scal-
ing to volume is inversely proportional to target density.
We thus apply a constant scaling factor to the di↵er-
ential rate in DAMA/LIBRA which is the ratio of the
target densities ⇢NaI/⇢Xe = 1.29 in order to compare
it to XENON100. Proceeding as in the previous two
cases, we exclude the DAMA/LIBRA signal as luminous
dark matter at 4.6� confidence level. Together with the
other two exclusions presented above, this robustly rules
out leptophilic dark matter interactions as cause for the
DAMA/LIBRA signal.
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